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#### Abstract

The authors developed the transfer mass coefficient method (TMCM) in order to compute effectively the dynamic response of a beam structure. In this paper, the algorithm for the dynamic response analysis of a three-dimensional beam structure is formulated. Through the computation results of numerical models, which are plane and space beam structures, obtained by the transfer mass coefficient method and the direct integration method, we verify that the transfer mass coefficient method can remarkably decrease the computation time of the direct integration method without the loss of accuracy in spite of using small computer storage.
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## 1. Introduction

The number of large and complex structures has increased rapidly with the progress of industry. It is very important to obtain an accurate dynamic response of the structures subjected to various loads in design process for the safety of the structures.

The dynamic analysis of complex structures has experienced impressive progress since the 1970s [1]. A variety of methods for obtaining the dynamic response have been developed. Among them, the two most popular methods using finite element analysis with the growth of digital computer are the mode superposition method (MSM) and the direct integration method (DIM) [1-3]. The MSM is very effective for obtaining the dynamic response of the structures by using only a few of the lowest vibration modes. However, the MSM is not valid for structures with nonlinearity and

[^0]damping that is not orthogonal [1]. On the other hand, DIM, which combines the finite element analysis and the numerical integration techniques, such as Newmark's $\beta$ and Wilson's $\theta$ method, can evaluate the dynamic response of structures with nonlinearities and a variety of damping types.

Both the MSM and the DIM need large computer memory and long computation time in case of requiring an accurate dynamic response of large and complex structures, because the large and complex structure is modeled as a numerical model with a large number of degrees-of-freedom. In particular, the DIM is generally very inferior to the MSM in view of computation time. Therefore, it is difficult to obtain the accurate dynamic response of large and complex structures by both methods on a personal computer. To overcome above-mentioned disadvantages, a variety of methods for the efficient dynamic response analysis are proposed by many researchers [4-10].

The step-by-step transfer matrix method [4, 5], which combines the standard transfer matrix method [11] and the numerical integration techniques, has the
drawback that numerical instabilities often occur when time step is small and there is rigid elastic support at the intermediate part of the structure $[5,10]$. The finite element-transfer matrix method [6, 7] for the dynamic response analysis has the same drawback occurring in the step-by-step transfer matrix method, too.

Inoue et al. [10] suggested a method which is derived from a combination of the transfer influence coefficient method $[12,13]$ and the numerical integration techniques in order to improve the accuracy and computational efficiency of the dynamic response analysis for the large structures. However, this method has many limitations for analyzing the dynamic response of structures. Because it requires that the mass matrix always exist as a diagonal matrix, a beam structure is restricted within a lumped mass system. Therefore, we cannot use a consistent mass system for a beam structure in this method, and it is difficult to adapt the algorithm for the plate, shell and solid structures later. Because this method requires that the damping matrix always be a diagonal matrix, the damping of a structure is restricted within several viscous dampers that support the structure from the base. Therefore, it is very difficult to use structural damping and Rayleigh-type damping in this method.

The purpose of this paper is to present a new method for computing effectively the dynamic response analysis of various beam structures modeled as lumped mass, consistent mass, viscous damper, structural damping and Rayleigh-type damping. We call it the transfer mass coefficient method (TMCM). In this paper, the algorithm for the dynamic response analysis of a three-dimensional beam structure is formulated by the TMCM. Plane and space beam structures are chosen as numerical models. The response results and computation times obtained by the TMCM are compared with those obtained by the DIM under the same condition.

## 2. Formulation

### 2.1 Modeling

To describe the concept of the transfer mass coefficient method, a three-dimensional beam structure is introduced as an analytical model, as shown in Fig.1.

The three-dimensional beam structure consists of beam elements, springs, dampers and crooked parts. Connecting points of adjacent beam elements and both ends of the analytical model are called as nodes.

Because the excitation and response points should be included in nodes, too, we should properly separate the beam structure. For the analytical model with $n$ beam elements, each node is called successively as node 1 , node $2, \ldots$, node $n+1$ from the left- to righthand ends of the model. Each node has 6 degrees-offreedom.

A displacement vector ( $\mathbf{d}=\left\{u_{x}, u_{y}, u_{z}, \phi_{x}, \phi_{y}, \phi_{z}\right\}^{T}$ ) at each node is composed of displacements ( $u_{x}, u_{y}, u_{z}$ ) in the direction of the coordinate axes and the angular displacements ( $\phi_{x}, \phi_{y}, \phi_{z}$ ) around the coordinate axes. A velocity vector ( $\mathbf{v}=d \mathbf{d} / d t=$ $\left.\left\{v_{x}, v_{y}, v_{z}, \omega_{x}, \omega_{y}, \omega_{z}\right\}^{T}\right)$ at each node consists of linear velocities ( $v_{x}, v_{y}, v_{z}$ ) and the angular velocities $\left(\omega_{x}, \omega_{y}, \omega_{z}\right)$. An acceleration vector $(\mathbf{a}=d \mathbf{v} / d t=$ $\left.\left\{a_{x}, a_{y}, a_{z}, \alpha_{x}, \alpha_{y}, \alpha_{z}\right\}^{T}\right)$ at each node is composed of linear accelerations ( $a_{x}, a_{y}, a_{z}$ ) and the angular accelerations $\left(\alpha_{x}, \alpha_{y}, \alpha_{z}\right)$. A force vector ( $\mathbf{f}=$ $\left\{F_{x}, F_{y}, F_{z}, M_{x}, M_{y}, M_{z}\right\}^{T}$ ) at each node consists of the forces $\left(F_{x}, F_{y}, F_{z}\right)$ and the moments ( $M_{x}, M_{y}, M_{z}$ ).
If there are some intermediate supporting parts which support the beam structure from the base, they are modeled as six springs and six viscous dampers. The springs are three linear and three rotational springs whose constants are ( $\left.\hat{k}_{x}, \hat{k}_{y}, \hat{k}_{z}\right)$ and ( $\hat{K}_{x}, \hat{K}_{y}, \hat{K}_{z}$ ). The viscous dampers are three linear and three rotational viscous dampers whose constants are $\left(\hat{c}_{x}, \hat{c}_{y}, \hat{c}_{z}\right)$ and ( $\left.\hat{C}_{x}, \hat{C}_{y}, \hat{C}_{z}\right)$.

In the present method, the boundary conditions of the beam structure are modeled as springs and viscous dampers supporting the first and the last nodes from the base. For example, we consider the values of the spring constants of node 1 as infinities in case of fixed condition at the left-hand end. For the free condition at the right-hand end, the values of the spring constants of node $n+1$ are considered as zeros.


Fig. 1. Analytical model.

### 2.2 Transfer rule

To describe easily the concept of the present method, a node is divided into the left- and right-hand sides of the node. We denote quantities of the lefthand side of the node as with the head mark "-" on the symbols corresponding to the quantities, and quantities of the right-hand side of the node as without the head mark. Symbols with subscript $i$ represent quantities corresponding to the $i$-th node or the $i$-th beam element. Symbols with superscript $i$ mean quantities representing by the local coordinate system fixed on the $i$-th beam element. For example, the vector $\mathbf{f}_{i+1}^{i}$ means the force vector represented by the local coordinate system of the $i$-th beam element at the right-hand side of the $(i+1)$-th node. The vector $\overline{\mathbf{a}}_{\mathbf{i}+1}^{\mathrm{i}}$ means the acceleration vector represented by the local coordinate system of the $i$-th beam element at the left-hand side of the $(i+1)$-th node.

We define the relationship between the force vector $\left(\mathbf{f}_{i}^{i}\right)$ and the acceleration vector ( $\mathbf{a}_{i}^{i}$ ) as follows:

$$
\begin{equation*}
\mathbf{f}_{i}^{\mathbf{i}}(\mathrm{t})=\mathbf{J}_{\mathbf{i}}^{\mathbf{i} \mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(\mathrm{t})+\mathbf{b}_{\mathbf{i}}^{\mathbf{i}}(\mathrm{t}), ~} \tag{1}
\end{equation*}
$$

and the matrix $\mathbf{J}_{i}^{i}$ and the vector $\mathbf{b}_{\mathbf{i}}^{i}$ are the mass coefficient matrix and the force corrective vector represented by the local coordinate system of the $i$-th beam element at the right-hand side of the $i$-th node.

In the same manner, the relationships between the force vectors $\left(\overline{\mathbf{f}}_{\mathbf{i}+1}^{\mathbf{i}}, \mathbf{f}_{\mathbf{i + 1}}^{\mathbf{i}}, \mathbf{f}_{\mathbf{i + 1}}^{\mathbf{i + 1}}\right)$ and the acceleration vectors $\left(\overline{\mathbf{a}}_{i+1}^{i}, \mathbf{a}_{i+1}^{i}, \mathbf{a}_{i+1}^{\mathbf{i}+1}\right)$ are defined as follows:

$$
\begin{align*}
& \overline{\mathbf{f}}_{\mathrm{i}+1}^{i}(\mathrm{t})=\overline{\mathbf{J}}_{\mathrm{i}+1}^{i} \overline{\mathbf{a}}_{\mathrm{i}+1}^{i}(\mathrm{t})+\overline{\mathbf{b}}_{\mathrm{i}+1}^{i}(\mathrm{t}),  \tag{2}\\
& \mathbf{f}_{i+1}^{i}(\mathrm{t})=\mathbf{J}_{\mathrm{i}+1}^{i} \mathbf{a}_{i+1}^{i}(\mathrm{t})+\mathbf{b}_{i+1}^{i}(\mathrm{t}) \text {, }  \tag{3}\\
& \mathbf{f}_{i+1}^{i+1}(t)=\mathbf{J}_{i+1}^{i+1} \mathbf{a}_{i+1}^{i+1}(t)+\mathbf{b}_{i+1}^{i+1}(t) \text {. } \tag{4}
\end{align*}
$$

From the continuous condition of the displacement vectors at each node, we obtain

$$
\begin{align*}
\overline{\mathbf{d}}_{\mathbf{i + 1}}^{\mathbf{i}}(t) & =\mathbf{d}_{i+1}^{i}(t), \\
\overline{\mathbf{v}}_{\mathbf{i + 1}}^{i}(t) & =\mathbf{v}_{i+1}^{i}(t),  \tag{5}\\
\overline{\mathbf{a}}_{\mathbf{i + 1}+1}^{i}(t) & =\mathbf{a}_{i+1}^{i}(t) .
\end{align*}
$$

From Newmark's $\beta$ method [14], the displacement and velocity vectors at time $t$ are assumed by using the displacement, velocity and acceleration vectors before time step, $\Delta t$, and the acceleration vector at the time $t$. Therefore, the displacement and velocity
vectors of the $i$-th and $(i+1)$-th nodes are as follows:

$$
\begin{align*}
\mathbf{d}_{\mathbf{i}}^{\mathbf{i}}(t) & =\beta(\Delta t)^{2} \mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t)+\mathbf{g}_{\mathbf{i}}^{\mathbf{i}}(t), \\
\mathbf{v}_{\mathbf{i}}^{\mathbf{i}}(t) & =\gamma \Delta t \mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t)+\mathbf{h}_{\mathbf{i}}^{\mathbf{i}}(t),  \tag{6}\\
\mathbf{d}_{\mathbf{i + 1}}^{\mathbf{i}}(t) & =\beta(\Delta t)^{2} \mathbf{a}_{\mathbf{i}+1}^{\mathbf{i}}(t)+\mathbf{g}_{i+1}^{\mathbf{i}}(t), \\
\mathbf{v}_{\mathbf{i}+1}^{\mathbf{i}}(t) & =\gamma \Delta t \mathbf{a}_{\mathbf{i}+1}^{\mathbf{i}}(t)+\mathbf{h}_{\mathbf{i}+1}^{\mathbf{i}}(t), \tag{7}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{g}_{\mathbf{i}}^{\mathbf{i}}(t)= & \mathbf{d}_{\mathbf{i}}^{\mathbf{i}}(t-\Delta t)+\Delta t \mathbf{v}_{\mathbf{i}}^{\mathbf{i}}(t-\Delta t)+ \\
& (0.5-\beta)(\Delta t)^{2} \mathbf{a}_{\mathbf{i}}^{i}(t-\Delta t), \\
\mathbf{h}_{\mathbf{i}}^{\mathbf{i}}(t)= & \mathbf{v}_{\mathbf{i}}^{\mathbf{i}}(t-\Delta t)+(1-\gamma) \Delta t \mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t-\Delta t),  \tag{8}\\
\mathbf{g}_{\mathbf{i}+1}^{\mathrm{i}}(t)= & \mathbf{d}_{\mathbf{i}+1}^{i}(t-\Delta t)+\Delta t \mathbf{v}_{\mathbf{i}+1}^{\mathbf{i}}(t-\Delta t)+ \\
& (0.5-\beta)(\Delta t)^{2} \mathbf{a}_{\mathbf{i}+1}^{i}(t-\Delta t), \\
\mathbf{h}_{\mathbf{i}+1}^{\mathbf{i}}(t)= & \mathbf{v}_{\mathbf{i}+1}^{\mathbf{i}}(t-\Delta t)+(1-\gamma) \Delta t \mathbf{a}_{\mathbf{i}+1}^{\mathbf{i}}(t-\Delta t),
\end{align*}
$$

in which the parameters $\beta$ and $\gamma$ are chosen by considering integration accuracy and stability.

The equation of motion for the $i$-th beam element at time $t$, which is represented by the local coordinate system fixed on the $i$-th beam element, is represented as

$$
\mathbf{M}_{i}^{i}\left[\begin{array}{c}
\mathbf{a}_{\mathbf{i}}^{\mathbf{L}}(t)  \tag{9}\\
\mathbf{a}_{\mathbf{i}}^{\mathbf{R}}(t)
\end{array}\right\}+\mathbf{C}_{\mathbf{i}}^{\mathbf{i}}\left\{\begin{array}{c}
\mathbf{v}_{\mathbf{i}}^{\mathbf{L}}(t) \\
\mathbf{v}_{\mathbf{i}}^{\mathbf{R}}(t)
\end{array}\right\}+\mathbf{K}_{\mathbf{i}}^{\mathbf{i}}\left[\begin{array}{c}
\mathbf{d}_{\mathbf{i}}^{\mathbf{L}}(t) \\
\mathbf{d}_{\mathbf{i}}^{\mathbf{R}}(t)
\end{array}\right\}=\left\{\begin{array}{c}
\mathbf{f}_{\mathbf{i}}^{\mathbf{L}}(t) \\
\mathbf{f}_{\mathbf{i}}^{\mathrm{R}}(t)
\end{array}\right\},
$$

where the matrices $\mathbf{M}_{i}^{i}, \mathbf{C}_{i}^{i}$ and $\mathbf{K}_{i}^{i}$ are the mass, damping and stiffness matrices of the $i$-th beam element represented by the local coordinate system of the $i$-th beam element. We can use both the lumped mass system and the consistent mass system for the beam element in the present method. For the consistent mass system, the mass matrix $\mathbf{M}_{i}^{i}$ is given in appendix. In the present method, we can use structural damping and Rayleigh-type damping for the beam element. For the Rayleigh-type damping, the matrix $\mathbf{C}_{i}^{i}$ is given in the appendix. The matrix $\mathbf{K}_{\mathbf{i}}{ }^{i}$ given in the appendix is the general stiffness


Fig. 2. Definition of positive direction of displacements and forces of the $i$-th beam element.
matrix for the beam element. The superscripts "L" and "R" of $\mathbf{a}_{\mathbf{i}}(t), \mathbf{v}_{\mathbf{i}}(t), \mathbf{d}_{\mathbf{i}}(t)$ and $\mathbf{f}_{\mathbf{i}}(t)$ mean the quantities of the left- and right-hand sides of the $i$-th beam element.

Because the left-hand side of the $i$-th beam element becomes the right-hand side of the $i$-th node, and the right-hand side of the $i$-th beam element becomes the left-hand side of the $(i+1)$-th node, we obtain

$$
\begin{align*}
& \mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t)=\mathbf{a}_{\mathbf{i}}^{\mathbf{L}}(t), \quad \mathbf{v}_{\mathbf{i}}^{\mathbf{i}}(t)=\mathbf{v}_{\mathbf{i}}^{\mathbf{L}}(t), \quad \mathbf{d}_{\mathbf{i}}^{\mathbf{i}}(t)=\mathbf{d}_{\mathbf{i}}^{\mathbf{L}}(t), \\
& \overline{\mathbf{a}}_{\mathbf{i + 1}}^{\mathbf{i}}(t)=\mathbf{a}_{\mathbf{i}}^{\mathbf{R}}(t), \quad \overline{\mathbf{v}}_{i+1}^{\mathbf{i}}(t)=\mathbf{v}_{\mathbf{i}}^{\mathbf{R}}(t), \quad \overline{\mathbf{d}}_{\mathbf{i}+1}^{\mathbf{i}}(t)=\mathbf{d}_{\mathbf{i}}^{\mathbf{R}}(t),  \tag{10}\\
& \mathbf{f}_{\mathbf{i}}^{\mathbf{i}}(t)=-\mathbf{f}_{\mathbf{i}}^{\mathbf{L}}(t), \quad \quad \overline{\mathbf{f}}_{\mathbf{i}+1}^{\mathbf{i}}(t)=\mathbf{f}_{\mathbf{i}}^{\mathbf{R}}(t) .
\end{align*}
$$

Fig. 2 shows the positive directions of displacements and forces at the left- and right-hand sides of the $i$-th beam element from the viewpoint of nodes. Therefore, Eq. (9) can be changed as follows:

From substituting Eqs. (5)-(7) into Eq. (11), the following equation is obtained.

$$
\left[\begin{array}{cc}
\mathbf{P}_{\mathbf{i}}^{\mathbf{i}} & \mathbf{Q}_{\mathbf{i}}^{\mathbf{i}}  \tag{12}\\
\mathbf{R}_{\mathbf{i}}^{\mathbf{i}} & \mathbf{S}_{\mathbf{i}}^{\mathbf{i}}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t) \\
\overline{\mathbf{a}}_{\mathbf{i}+1}^{\mathbf{i}}(t)
\end{array}\right\}+\left\{\begin{array}{c}
\mathbf{y}_{\mathbf{i}}^{\mathbf{i}}(t) \\
\mathbf{y}_{\mathbf{i}+1}^{\mathbf{i}}(t)
\end{array}\right\}=\left\{\begin{array}{c}
-\mathbf{f}_{\mathbf{i}}^{\mathbf{i}}(t) \\
\overline{\mathbf{f}}_{\mathbf{i}+1}^{\mathrm{i}}(t)
\end{array}\right\},
$$

where

$$
\begin{align*}
& {\left[\begin{array}{ll}
\mathbf{P}_{\mathrm{i}}^{\mathrm{i}} & \mathbf{Q}_{\mathrm{i}}^{\mathrm{i}} \\
\mathbf{R}_{\mathrm{i}}^{\mathrm{i}} & \mathbf{S}_{\mathrm{i}}^{\mathrm{i}}
\end{array}\right]=\mathbf{M}_{\mathrm{i}}^{\mathrm{i}}+\gamma \Delta t \mathbf{C}_{\mathrm{i}}^{\mathrm{i}}+\beta(\Delta t)^{2} \mathbf{K}_{\mathrm{i}}^{\mathrm{i}},} \\
& \left.\left\{\begin{array}{c}
\mathbf{y}_{\mathbf{i}}^{\mathbf{i}}(t) \\
\mathbf{y}_{\mathbf{i + 1}}^{\mathbf{i}}(t)
\end{array}\right\}=\mathbf{C}_{\mathrm{i}}^{\mathrm{i}}:\left\{\begin{array}{c}
\mathbf{h}_{i}^{\mathbf{i}}(t) \\
\mathbf{h}_{\mathbf{i}+1}^{\mathbf{i}}(t)
\end{array}\right\}+\mathbf{K}_{i}^{i}: \begin{array}{c}
\mathbf{g}_{\mathbf{i}}^{\mathbf{i}}(t) \\
\mathbf{g}_{\mathbf{i}+1}^{i}(t)
\end{array}\right\} . \tag{13}
\end{align*}
$$

Consider the transfer of the mass coefficient matrix and the force corrective vector, across the $i$-th beam element, from the right-hand side of the $i$-th node to the left-hand side of the $(i+1)$-th node. From Eqs. (1), (2) and (12), we can obtain

$$
\begin{align*}
& \overline{\mathbf{J}}_{\mathbf{i + 1}}^{\mathbf{i}}=\mathbf{R}_{\mathbf{i}}^{\mathbf{i}} \mathbf{B}_{\mathbf{i}}^{\mathbf{i}}+\mathbf{S}_{\mathbf{i}}^{\mathbf{i}},  \tag{14}\\
& \overline{\mathbf{b}}_{\mathbf{i}+1}^{\mathbf{i}}(t)=\mathbf{R}_{\mathbf{i}}^{\mathbf{i}} \mathbf{w}_{\mathbf{i}}^{\mathbf{i}}(t)+\mathbf{y}_{\mathbf{i}+1}^{\mathbf{i}}(t), \tag{15}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{B}_{\mathbf{i}}^{\mathbf{i}}=\mathbf{A}_{\mathbf{i}}^{\mathrm{i}} \mathbf{Q}_{\mathbf{i}}^{\mathbf{i}} \quad \mathbf{A}_{\mathbf{i}}^{\mathbf{i}}=-\left(\mathbf{P}_{\mathbf{i}}^{\mathbf{i}}+\mathbf{J}_{\mathbf{i}}^{\mathbf{i}}\right)^{-1},  \tag{16}\\
& \mathbf{w}_{\mathbf{i}}^{\mathbf{i}}(t)=\mathbf{A}_{\mathbf{i}}^{\mathbf{i}}\left\{\mathbf{b}_{\mathbf{i}}^{\mathbf{i}}(t)+\mathbf{y}_{\mathbf{i}}^{\mathbf{i}}(t)\right\},
\end{align*}
$$

and Eqs. (14) and (15) are the field transfer rules of the mass coefficient matrix and the force corrective vector, respectively.

If there are an additional mass, springs, viscous dampers and external forces at the ( $i+1$ )-th node, the balancing of the forces and the moments at the $(i+1)$-th node yields

$$
\begin{align*}
& \hat{\mathbf{M}}_{\mathbf{i}+1}^{\mathbf{i}} \mathbf{a}_{i+1}^{\mathbf{i}}(t)=\mathbf{f}_{\mathbf{i}+1}^{\mathbf{i}}(t)-\overline{\mathbf{i}}_{\mathbf{i}+1}^{\mathbf{i}}(t)-\hat{\mathbf{C}}_{\mathbf{i}+1}^{\mathbf{i}} \mathbf{v}_{\mathbf{i}+1}^{\mathbf{i}}(t)-  \tag{17}\\
& \hat{\mathbf{K}}_{\mathrm{i}+1}^{\mathbf{i}} \mathbf{d}_{\mathbf{i}+1}^{\mathbf{i}}(t)+\hat{\mathbf{q}}_{\mathrm{i}+1}^{\mathbf{i}}(t),
\end{align*}
$$

where

$$
\begin{align*}
& \hat{\mathbf{M}}_{\mathrm{i}+1}^{\mathrm{i}}=\operatorname{Diag}\left[\hat{m}, \hat{m}, \hat{m}, \hat{M}_{x}, \hat{M}_{y}, \hat{M}_{z}\right]_{i+1}^{i}, \\
& \hat{\mathbf{C}}_{\mathbf{i + 1}}^{\mathrm{i}}=\operatorname{Diag}\left[\hat{c}_{x}, \hat{c}_{y}, \hat{c}_{z}, \hat{C}_{x}, \hat{C}_{y}, \hat{C}_{z}\right]_{i+1}^{i} \\
& \hat{\mathbf{K}}_{\mathrm{i}+1}^{\mathrm{i}}=\operatorname{Diag}\left[\hat{k}_{x}, \hat{k}_{y}, \hat{k}_{z}, \hat{K}_{x}, \hat{K}_{y}, \hat{K}_{z}\right]_{i+1}^{i},  \tag{18}\\
& \hat{\mathbf{q}}_{\mathrm{i}+1}^{\mathrm{i}}=\left\{\hat{q}_{x}, \hat{q}_{y}, \hat{q}_{z}, \hat{Q}_{x}, \hat{Q}_{y}, \hat{Q}_{z}\right\}_{i+1}^{i T}
\end{align*}
$$

in which $\operatorname{Diag}[\cdots]$ represents a diagonal matrix, the matrix $\hat{\mathbf{M}}_{\mathrm{i}+1}^{\mathrm{i}}$ consists of the additional mass $(\hat{m})$ and the rotational inertia $(\hat{M})$ at the $(i+1)$-th node. The matrices $\hat{\mathbf{K}}_{\mathrm{i}+1}^{\mathrm{i}}$ and $\hat{\mathbf{C}}_{\mathrm{i}+1}^{\mathrm{i}}$ are the stiffness and damping matrices composed of the linear and rotational springs and viscous dampers supporting the $(i+1)$-th node of the analytical model from the base. The vector $\hat{\mathbf{q}}_{i+1}^{i}$ is the external force vector composed of the external force $(\hat{q})$ and moment $(\hat{Q})$ acting on the $(i+1)$-th node.

Consider the transfer of the mass coefficient matrix and the force corrective vector from the lefthand side to the right-hand side of the $(i+1)$-th node. From Eqs. (2), (3), (7) and (17), we can derive

$$
\begin{align*}
& \mathbf{J}_{\mathbf{i}+1}^{\mathbf{i}}=\overline{\mathbf{J}}_{\mathbf{i}+1}^{\mathbf{i}}+\hat{\mathbf{M}}_{\mathbf{i}+1}^{\mathbf{i}}+\gamma \Delta t \hat{\mathbf{C}}_{\mathbf{i}+1}^{\mathbf{i}}+\beta(\Delta t)^{2} \hat{\mathbf{K}}_{\mathbf{i}+1}^{\mathbf{i}},  \tag{19}\\
& \mathbf{b}_{\mathbf{i}+1}^{\mathbf{i}}(t)=\overline{\mathbf{b}}_{\mathbf{i}+1}^{i}(t)-\hat{\mathbf{q}}_{\mathbf{i}+1}^{\mathbf{i}}(t)+\hat{\mathbf{C}}_{\mathrm{i}+1}^{\mathrm{i}} \mathbf{h}_{\mathbf{i}+1}^{\mathbf{i}}(t)+\hat{\mathbf{K}}_{\mathrm{i}+1}^{\mathbf{i}} \mathbf{g}_{\mathrm{i}+1}^{\mathbf{i}}(t), \tag{20}
\end{align*}
$$

and Eqs. (19) and (20) are the point transfer rules of the mass coefficient matrix and the force corrective vector, respectively.

As shown in Fig. 3, we define the positive directions of the displacements $\left(u_{x}, u_{y}, u_{z}\right)_{i+1}^{\mathrm{i}}$, the angular displacements $\left(\phi_{x}, \phi_{y}, \phi_{z}\right)_{i+1}^{i}$, the forces $\left(F_{x}, F_{y}, F_{z}\right)_{i+1}^{i}$ and the moments $\left(M_{x}, M_{y}, M_{z}\right)_{i+1}^{i}$ represented by the local coordinate system $\left(\mathrm{X}_{\mathrm{i}+1}^{\mathrm{i}}, \mathrm{Y}_{\mathrm{i}+1}^{\mathrm{i}}, \mathrm{Z}_{\mathrm{i}+1}^{\mathrm{i}}\right)$ fixed on the $i$-th beam element at the right-hand side of the $(i+1)$-th node. The positive directions of the dis-
placements $\left(u_{x}, u_{y}, u_{z}\right)_{i+1}^{i+1}$, the angular displacements $\left(\phi_{x}, \phi_{y}, \phi_{z}\right)_{i+1}^{i+1}$, the forces $\left(F_{x}, F_{y}, F_{z}\right)_{i+1}^{i+1}$ and the moments $\left(M_{x}, M_{y}, M_{z}\right)_{i+1}^{i+1}$ represented by the local coordinate system $\left(X_{i+1}^{i+1}, Y_{i+1}^{i+1}, Z_{i+1}^{i+1}\right)$ fixed on the $(i+1)$-th beam element are illustrated in Fig. 3.

If the local coordinate system of the $(i+1)$-th beam element is rotated by the Euler angle, $\boldsymbol{\theta}_{i+1}=\left(\theta_{1}, \theta_{2}, \theta_{3}\right)_{i+1}$, from the local coordinate system of the $i$-th beam element, as shown in Fig. 4 [13], we obtain

$$
\begin{equation*}
\mathbf{a}_{i+1}^{i+1}(t)=\mathbf{T}\left(\boldsymbol{\theta}_{i+1}\right) \mathbf{a}_{i+1}^{\mathbf{i}}(t), \quad \mathbf{f}_{i+1}^{i+1}(t)=\mathbf{T}\left(\boldsymbol{\theta}_{\mathbf{i}+1}\right) \mathbf{f}_{\mathbf{i}+1}^{\mathbf{i}}(t), \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{T}\left(\boldsymbol{\theta}_{\mathbf{i + 1}}\right)=\left[\begin{array}{cccccc}
t_{11} & t_{12} & t_{13} & 0 & 0 & 0 \\
t_{21} & t_{22} & t_{23} & 0 & 0 & 0 \\
t_{31} & t_{32} & t_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & t_{11} & t_{12} & t_{13} \\
0 & 0 & 0 & t_{21} & t_{22} & t_{23} \\
0 & 0 & 0 & t_{31} & t_{32} & t_{33}
\end{array}\right]_{i+1} \\
& t_{11}=\cos \theta_{2}, \quad t_{12}=\cos \theta_{1} \sin \theta_{2},  \tag{22}\\
& t_{13}=\sin \theta_{1} \sin \theta_{2}, t_{21}=-\sin \theta_{2} \cos \theta_{3}, \\
& t_{22}=\cos \theta_{1} \cos \theta_{2} \cos \theta_{3}-\sin \theta_{1} \sin \theta_{3}, \\
& t_{23}=\sin \theta_{1} \cos \theta_{2} \cos \theta_{3}+\cos \theta_{1} \sin \theta_{3}, \\
& t_{31}=\sin \theta_{2} \sin \theta_{3}, \\
& t_{32}=-\cos \theta_{1} \cos \theta_{2} \sin \theta_{3}-\sin \theta_{1} \cos \theta_{3}, \\
& t_{33}=-\sin \theta_{1} \cos \theta_{2} \sin \theta_{3}+\cos \theta_{1} \cos \theta_{3},
\end{align*}
$$

and the matrix $\mathbf{T}\left(\boldsymbol{\theta}_{i+1}\right)$ has the following property:

$$
\begin{equation*}
\mathbf{T}\left(\boldsymbol{\theta}_{\mathrm{i}+1}\right)^{-1}=\mathbf{T}\left(\boldsymbol{\theta}_{\mathrm{i}+1}\right)^{\mathbf{T}} . \tag{23}
\end{equation*}
$$



Fig. 3. Definition of positive direction of displacements and forces of crooked part.

We can obtain the matrix $\mathbf{J}_{i+1}^{i+1}$ and the vector $\mathbf{b}_{i+1}^{i+1}(t)$ represented by the local coordinate system of the ( $i+1$ )-th beam element from Eqs. (3), (4) and (21) as follows:

$$
\begin{align*}
& \mathbf{J}_{i+1}^{i+1}=\mathbf{T}\left(\boldsymbol{\theta}_{\mathrm{i}+1}\right) \mathbf{J}_{\mathrm{i}+1}^{\mathrm{i}} \mathbf{T}\left(\boldsymbol{\theta}_{\mathrm{i}+1}\right)^{\mathbf{T}},  \tag{24}\\
& \mathbf{b}_{\mathrm{i}+1}^{i+1}(t)=\mathbf{T}\left(\boldsymbol{\theta}_{\mathrm{i}+1}\right) \mathbf{b}_{\mathrm{i}+1}^{\mathbf{i}}(t), \tag{25}
\end{align*}
$$

Eqs. (24) and (25) are the coordinate transformation rules of the mass coefficient matrix and the force corrective vector, respectively.

If there are an additional mass, springs, viscous dampers and external forces at the first node, the balancing of the force at the first node yields

$$
\begin{equation*}
\hat{\mathbf{M}}_{1}^{1} \mathbf{a}_{1}^{1}(t)=\mathbf{f}_{1}^{1}(t)-\overline{\mathbf{f}}_{1}^{1}(t)-\hat{\mathbf{C}}_{1}^{1} \mathbf{v}_{1}^{1}(t)-\hat{\mathbf{K}}_{1}^{1} \mathbf{d}_{1}^{1}(t)+\hat{\mathbf{q}}_{1}^{1}(t) . \tag{26}
\end{equation*}
$$

Because the left-hand boundary condition of the structure is modeled as the point stiffness matrix ( $\hat{\mathbf{K}}_{1}^{1}$ ) and damping matrix ( $\hat{\mathbf{C}}_{1}^{1}$ ) at the first node in the present method, the force vector $\overline{\mathbf{f}}_{1}^{1}(t)$ can be considered as a null vector. Therefore, we can find the matrix $\mathbf{J}_{1}^{1}$ and the vector $\mathbf{b}_{1}^{1}(t)$ from $\overline{\mathbf{f}}_{1}^{1}(t)=\mathbf{0}$, Eq. (26) and the equations obtained by substituting 1 into $i$ in Eqs. (1) and (6) as follows:

$$
\begin{align*}
& \mathbf{J}_{1}^{1}=\hat{\mathbf{M}}_{1}^{1}+\gamma \Delta t \hat{\mathbf{C}}_{1}^{1}+\beta(\Delta t)^{2} \hat{\mathbf{K}}_{1}^{1}  \tag{27}\\
& \mathbf{b}_{1}^{1}(t)=\hat{\mathbf{C}}_{1}^{1} \mathbf{h}_{1}^{1}(t)+\hat{\mathbf{K}}_{1}^{1} \mathbf{g}_{1}^{1}(t)-\hat{\mathbf{q}}_{1}^{1}(t) . \tag{28}
\end{align*}
$$

After finding the matrix $\mathbf{J}_{1}^{1}$ from Eq. (27), we successively apply Eqs. (14), (19) and (24) for the analytical model. Therefore, we can obtain the matrix $\mathbf{J}_{\mathrm{n}+1}^{\mathrm{n}}$ at the right-hand side of the ( $n+1$ )-th node, that is, the last node. In the same manner, after obtaining the vector $\mathbf{b}_{1}^{1}(t)$ from Eq. (28), we successively


Fig. 4. Definition of the Euler angle.
apply Eqs. (15), (20) and (25). Finally, we can obtain the vector $\mathbf{b}_{\mathrm{n}+1}^{\mathrm{n}}(t)$.

### 2.3 Dynamic response

Because the right-hand boundary condition of the structure is modeled as the point stiffness matrix $\left(\hat{\mathbf{K}}_{\mathrm{n}+1}^{\mathrm{n}}\right)$ and damping matrix $\left(\hat{\mathbf{C}}_{\mathrm{n}+1}^{\mathrm{n}}\right)$ at the ( $n+1$ )-th node in the present method, the force vector $\mathbf{f}_{n+1}^{\mathrm{n}}(t)$ can be considered as a null vector. From $\mathbf{f}_{\mathrm{n}+1}^{\mathrm{n}}(t)=\mathbf{0}$ and the equation obtained by substituting $(n+1)$ into $i$ in Eq. (3), the acceleration vector of the ( $n+1$ )-th node can be obtained as follows:

$$
\begin{equation*}
\mathbf{a}_{\mathrm{n}+1}^{\mathrm{n}}(t)=-\left(\mathbf{J}_{\mathrm{n}+1}^{\mathrm{n}}\right)^{-1} \mathbf{b}_{\mathrm{n}+1}^{\mathrm{n}}(t) . \tag{29}
\end{equation*}
$$

From Eqs. (1), (2), (5), (12) and (16), the relationship of the acceleration vectors between the left- and right-hand sides of the the $i$-th beam element is given as

$$
\begin{equation*}
\mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t)=\mathbf{B}_{\mathbf{i}}^{\mathbf{i}} \mathbf{a}_{\mathbf{i}+1}^{\mathbf{i}}(t)+\mathbf{w}_{\mathbf{i}}^{\mathbf{i}}(t) . \tag{30}
\end{equation*}
$$

From the equations obtained by substituting $i-1$ into $i$ in Eqs. (21) and (23), the following equation can be obtained:

$$
\begin{equation*}
\mathbf{a}_{\mathbf{i}}^{\mathbf{i}-1}(t)=\mathbf{T}\left(\boldsymbol{\theta}_{\mathbf{i}}\right)^{\mathbf{T}} \mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(t) . \tag{31}
\end{equation*}
$$

After the acceleration vector of the ( $n+1$ )-th node is calculated from Eq. (29), the acceleration vectors at the other nodes can be obtained recursively by using Eqs. (30) and (31). Therefore, the displacement and velocity vectors of all nodes at the time $t$ can be derived from Eqs. (6) and (7) after the acceleration vectors at the time $t$ are calculated.

### 2.4 Initial acceleration

At the initial time, $t=0$, Eq. (11) becomes:

From Eq. (32), the following equation can be obtained.

$$
\left[\begin{array}{cc}
\tilde{\mathbf{P}}_{i}^{i} & \tilde{\mathbf{Q}}_{i}^{i}  \tag{33}\\
\tilde{\mathbf{R}}_{i}^{i} & \tilde{\mathbf{S}}_{\mathrm{i}}^{\mathrm{i}}
\end{array}\right]\left\{\begin{array}{c}
\mathbf{a}_{\mathbf{i}}^{i}(0) \\
\overline{\mathbf{a}}_{\mathbf{i}+1}^{i}(0)
\end{array}\right\}+\left\{\begin{array}{c}
\tilde{\mathbf{y}}_{i}^{i}(0) \\
\tilde{\mathbf{y}}_{i+1}^{i}(0)
\end{array}\right\}=\left\{\begin{array}{c}
-\mathbf{f}_{i}^{i}(0) \\
\overline{\mathbf{i}}_{i+1}^{i}(0)
\end{array}\right\},
$$

where

$$
\begin{align*}
& {\left[\begin{array}{cc}
\tilde{\mathbf{P}}_{i}^{i} & \tilde{\mathbf{Q}}_{i}^{i} \\
\tilde{\mathbf{R}}_{i}^{i} & \tilde{\mathbf{S}}_{i}^{i}
\end{array}\right]=\mathbf{M}_{i}^{i},} \\
& \left\{\begin{array}{c}
\tilde{\mathbf{y}}_{i}^{i}(0) \\
\tilde{\mathbf{y}}_{i+1}^{i}(0)
\end{array}\right\}=\mathbf{C}_{i}^{i}\left\{\begin{array}{c}
\mathbf{v}_{i}^{i}(0) \\
\overline{\mathbf{v}}_{i+1}^{i}(0)
\end{array}\right\}+\mathbf{K}_{i}^{i}\left\{\begin{array}{c}
\mathbf{d}_{i}^{i}(0) \\
\overline{\mathbf{d}}_{i+1}^{i}(0)
\end{array}\right\} . \tag{34}
\end{align*}
$$

The field transfer rules of the mass coefficient matrix and the force corrective vector at the initial time can be obtained from Eqs. (1) and (2) at $t=0$ and Eq. (33) as follows:

$$
\begin{align*}
& \overline{\mathbf{J}}_{i+1}^{i}=\tilde{\mathbf{R}}_{i}^{i} \tilde{\mathbf{B}}_{i}^{i}+\tilde{\mathbf{S}}_{\mathbf{i}}^{\mathrm{i}},  \tag{35}\\
& \overline{\mathbf{b}}_{\mathbf{i}+1}^{\mathrm{i}}(0)=\tilde{\mathbf{R}}_{i}^{i} \tilde{\mathbf{w}}_{\mathbf{i}}^{\mathrm{i}}(0)+\tilde{\mathbf{y}}_{\mathbf{i}+1}^{i}(0), \tag{36}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\mathbf{B}}_{i}^{i}=\tilde{\mathbf{A}}_{i}^{i} \tilde{\mathbf{Q}}_{i}^{i}, \tilde{\mathbf{w}}_{i}^{i}(0)=\tilde{\mathbf{A}}_{i}^{i}\left\{\mathbf{b}_{i}^{i}(0)+\tilde{\mathbf{y}}_{i}^{i}(0)\right\},  \tag{37}\\
& \tilde{\mathbf{A}}_{i}^{i}=-\left(\tilde{\mathbf{P}}_{\mathrm{i}}^{\mathrm{i}}+\mathbf{J}_{\mathrm{i}}^{\mathrm{i}}\right)^{-1} .
\end{align*}
$$

From the balancing of the forces and the moments of the $(i+1)$-th node at the initial time, we obtain

$$
\begin{gather*}
\hat{\mathbf{M}}_{i+1}^{i} \mathbf{a}_{i+1}^{i}(0)=\mathbf{f}_{i+1}^{i}(0)-\overline{\mathbf{f}}_{i+1}^{i}(0)-\hat{\mathbf{C}}_{i+1}^{i} \mathbf{v}_{i+1}^{i}(0)-  \tag{38}\\
\hat{\mathbf{K}}_{i+1}^{i} \mathbf{i}_{i+1}^{i}(0)+\hat{\mathbf{q}}_{i+1}^{i}(0) .
\end{gather*}
$$

The point transfer rules of the mass coefficient matrix and the force corrective vector at the initial time can be obtained from Eqs. (2), (3) and (5) at $t=0$ and Eq. (38) as follows:

$$
\begin{align*}
& \mathbf{J}_{i+1}^{i}=\overline{\mathbf{J}}_{i+1}^{i}+\hat{\mathbf{M}}_{i+1}^{i},  \tag{39}\\
& \mathbf{b}_{i+1}^{i}(0)=\overline{\mathbf{b}}_{i+1}^{i}(0)-\hat{\mathbf{q}}_{i+1}^{i}(0)+\hat{\mathbf{C}}_{i+1}^{i} \mathbf{v}_{i+1}^{i}(0)+\hat{\mathbf{K}}_{i+1}^{i}{ }_{i+1}^{i}(0) . \tag{40}
\end{align*}
$$

From the balancing of the forces and the moments of the first node at the initial time, we obtain

$$
\begin{align*}
\hat{\mathbf{M}}_{1}^{1} \mathbf{a}_{1}^{1}(0) & =\mathbf{f}_{1}^{1}(0)-\overline{\mathbf{f}}_{1}^{1}(0)-\hat{\mathbf{C}}_{1}^{1} \mathbf{v}_{1}^{1}(0)  \tag{41}\\
& -\hat{\mathbf{K}}_{1}^{1} \mathbf{d}_{1}^{1}(0)+\hat{\mathbf{q}}_{1}^{1}(0) .
\end{align*}
$$

At the initial time, the mass coefficient matrix $\mathbf{J}_{1}^{1}$ and the force corrective vector $\mathbf{b}_{1}^{1}(0)$ of the first node can be obtained from $\overline{\mathbf{f}}_{1}^{1}(0)=\mathbf{0}$, Eq. (1) at $t=0$ and Eq. (41) as follows:

$$
\begin{align*}
& \mathbf{J}_{1}^{1}=\hat{\mathbf{M}}_{1}^{1},  \tag{42}\\
& \mathbf{b}_{1}^{1}(0)=\hat{\mathbf{C}}_{1}^{1} \mathbf{v}_{1}^{1}(0)+\hat{\mathbf{K}}_{1}^{1} \mathbf{d}_{1}^{1}(0)-\hat{\mathbf{q}}_{1}^{1}(0) . \tag{43}
\end{align*}
$$

After finding the matrix $\mathbf{J}_{1}^{1}$ from Eq. (42), we successively apply Eqs. (35) and (39), and Eq. (24) at $t=0$ for analytical model. Therefore, we can obtain the matrix $\mathbf{J}_{\mathrm{n}+1}^{\mathrm{n}}$. In the same manner, after obtaining the vector $\mathbf{b}_{1}^{1}(0)$ from Eq. (43), we successively apply Eqs. (36) and (40), and Eq. (25) at $t=0$. Finally, we can obtain the vector $\mathbf{b}_{\mathrm{n}+1}^{\mathrm{n}}(0)$.

From Eqs. (1), (2) and (5) at $t=0$, and Eqs. (33) and (37), the relationship of the acceleration vectors between the left- and right-hand sides of the $i$-th beam element is given as

$$
\begin{equation*}
\mathbf{a}_{\mathbf{i}}^{\mathbf{i}}(0)=\tilde{\mathbf{B}}_{\mathbf{i}}^{\mathbf{i}} \mathbf{a}_{\mathbf{i}+1}^{\mathbf{i}}(0)+\tilde{\mathbf{w}}_{\mathbf{i}}^{\mathbf{i}}(0) . \tag{44}
\end{equation*}
$$

The initial acceleration vector of the $(n+1)$-th node can be obtained from Eq. (29) at $t=0$. The initial acceleration vectors at the other nodes can be obtained recursively by using Eqs. (44) and Eq. (31) at $t=0$.

## 3. Numerical examples

We made two computer programs based on the TMCM and DIM. In this paper, the plane and space beam structures are chosen as the numerical models. The response results and computation times of the TMCM are compared with those of the DIM under the same condition to verify the computational accuracy and efficiency of the TMCM.

### 3.1 Example 1

The first numerical model is a linearly tapered cantilever beam of solid rectangular cross-section, as shown in Fig. 5. The physical parameters of the beam are as follows: mass density $7860 \mathrm{~kg} / \mathrm{m}^{3}$, Young's modulus 206 GPa . The beam has a viscous damper ( $c_{y}=100 \mathrm{Ns} / \mathrm{m}$ ) at the right-hand end; the structural damping of the beam is neglected. The beam is initially at rest and is subjected to a step load $\left(q_{y}=2000\right.$


Fig. 5. Linearly tapered cantilever beam.
$\mathrm{N})$ at the right-hand end. Each node of the beam has two degrees-of-freedom in the first numerical model.

In numerical calculation, the linearly tapered beam is simply modeled as a large number of beam elements. Each element has constant rectangular crosssection whose area linearly decreases from the first


Fig. 6. Dynamic response of linearly tapered cantilever beam subjected to step load.


Fig. 7. Comparison of computation times for linearly tapered cantilever beam.


Fig. 8. Dynamic response of linearly tapered cantilever beam subjected to periodic load.
beam element to the last beam element. The mass of the beam is considered as the consistent mass modeling. Because the boundary condition of the beam is fixed-free, the numerical model has two springs supporting the first node. The values of the spring constants of the first node are considered as 1.0 E 20 . The time step is 0.0001 s , and the total response time is 0.2 s. The parameters $\beta$ and $\gamma$ of Newmark's $\beta$ method are considered as 0.25 and 0.5 , respectively.

After the beam is divided into $20,40,60,80$ and 100 beam elements, the results computing the dynamic responses of the right-hand end of the beam by the TMCM coincide completely with those by the DIM. Fig. 6 shows the displacement ( $u_{y}$ ) of the righthand end of the beam modeled as the 100 beam elements, calculated by the TMCM and DIM. To distinctly show the response results of both methods in Fig. 6, the result of the TMCM is represented by the solid line, that of the DIM is represented as only 101 symbols, because the number of time points of the dynamic response is very large and both results coincide with each other. The results of the DIM in Fig. 8, Fig. 10 and Fig. 11 are represented as only 101 symbols, for the same reason as Fig. 6.

Fig. 7 shows computation time ratio by both methods according to the number of the beam elements, where the computation time used for obtaining dynamic response of the beam modeled as 20 beam elements by the TMCM is defined as one. It is found from Fig. 7 that the TMCM is superior to the DIM in respect to computation time. In particular, the difference of computation times by both methods largely increases according to the number of the used beam elements.

When the above beam is subjected to in-plane periodic load at the right-hand end ( $\hat{q}_{y}=\mathrm{A} \sin \omega \mathrm{t}, \mathrm{A}=200$ $\mathrm{N}, ~ \omega=100 \mathrm{~Hz}$ ), Fig. 8 shows the displacement ( $u_{y}$ ) of the right-hand end of the beam modeled as 100 beam elements, obtained by the TMCM and the DIM. The results obtained by the TMCM agree well with those by the DIM, too.

If the beam is modeled as 100 beam elements, the total degrees-of-freedom of the numerical model is 202. Then, in the DIM, the sizes of the total mass, damping and stiffness matrices are 202 by 202. However, the size of the mass coefficient matrix in the TMCM is only 2 by 2 . Therefore, the TMCM is superior to the DIM in respect to computation memory, because the TMCM uses the small size of matrix through the transfer rules.

### 3.2 Example 2

The second numerical model is a three-dimensional beam structure with many crooked parts and supports. The total length of the structure is 6.8 m . The physical parameters of the beam are as follows: mass density $7860 \mathrm{~kg} / \mathrm{m}^{3}$, Young's modulus 206 GPa , shear modulus 79.2 GPa .

In numerical calculation, the structure is modeled as $34,68,102,136$ and 170 straight-line beam elements with the circular cross-section of diameter 5 cm . Fig. 9 shows the numerical model having 34 beam elements. For the structure modeled as 34 beam elements, the length of all beam elements is equally 0.2 m , and the structure has springs and viscous dampers at nodes $1,2,10,18,26$, and 34 . All constants of springs and viscous dampers are as follows:

$$
\begin{aligned}
& \hat{k}_{x 1}^{1}=\hat{k}_{y 2}^{1}=\hat{k}_{z 2}^{1}=\hat{k}_{y 10}^{9}=\hat{k}_{z 10}^{9}=\hat{k}_{y 18}^{17}=\hat{k}_{z 18}^{17}= \\
& \hat{k}_{y 26}^{25}=\hat{k}_{z 26}^{25}=\hat{k}_{y 34}^{33}=\hat{k}_{z 34}^{33}=10^{5} \mathrm{~N} / \mathrm{m}, \\
& \hat{c}_{1 x}{ }^{1}=\hat{c}_{2 y}{ }^{1}=\hat{c}_{2 z}{ }^{1}=\hat{c}_{y 10}^{9}=\hat{c}_{z 10}^{9}=\hat{c}_{y 18}^{17}=\hat{c}_{z 18}^{17}= \\
& \hat{c}_{y 26}^{25}=\hat{c}_{z 26}^{25}=\hat{c}_{y 34}^{33}=\hat{c}_{z 34}^{33}=200 \mathrm{Ns} / \mathrm{m} .
\end{aligned}
$$

The mass of the beam is considered as the consistent mass modeling. The structural damping is neglected. The time step is 0.001 s , and the total response time is 3 s . The parameters $\beta$ and $\gamma$ of Newmark's $\beta$ method are considered as 0.25 and 0.5 , respectively.

The structure is initially at rest and is subjected to periodic load ( $\hat{q}_{y}=\mathrm{A} \sin \omega \mathrm{t}, \mathrm{A}=2000 \mathrm{~N}, \omega=1 \mathrm{~Hz}$ ) at the location of node 6 for the structure modeled as 34 beam elements. Each node of the structure has six


Fig. 9. Three-dimensional beam structure modeled as 34 beam elements.


Fig. 10. Dynamic response of the right-hand end of three-dimensional beam structure.


Fig. 11. Dynamic response of excitation point of threedimensional beam structure.


Fig. 12. Comparison of computation times for three-dimensional beam structure.
degrees-of-freedom in the second numerical model.
After the structure is divided into $34,68,102,136$ and 170 beam elements, respectively, the results computing the dynamic responses of the structure by the TMCM coincide completely with those by the DIM. Fig. 10 shows the displacements ( $u_{x}, u_{y}, u_{z}$ ) of the right-hand end of the structure modeled as 170 beam elements, obtained by the TMCM and the DIM. Fig. 11 shows the displacements of the excitation point of the structure modeled as 170 beam elements, obtained by both methods.

Fig. 12 shows computation time ratio by both methods according to the number of the used beam elements, where the computation time used for obtaining dynamic response of the structure modeled as 34 beam elements by the TMCM is defined as one. It is found from Fig. 12 that the TMCM is superior to the DIM in respect to computation time, too.

For the beam modeled as 170 beam elements, the total degrees-of-freedom of system is 1026 . Then, in the DIM, the sizes of the total mass, damping and stiffness matrices are 1026 by 1026 . However, the size of the mass coefficient matrix in the TMCM is only 6 by 6 .

When we obtain the dynamic response of a beam structure by the DIM, the sizes of the mass, damping and stiffness matrices are equal to the total number of degrees-of-freedom for the beam structure. Therefore, large computer memory and long computation time are required to analyze the beam structure with very large degrees-of-freedom by the DIM. However, the TMCM can greatly reduce computation time in spite of using small computer memory by using the transfer rules successively.

## 4. Conclusions

We developed the transfer mass coefficient method for effectively computing the dynamic response of various beam structures modeled as lumped mass, consistent mass, viscous damper, structural damping and Rayleigh-type damping. The concept of the present method is based on both the transfer technique of the mass coefficient and the numerical integration technique such as Newmark's $\beta$ method.

In this paper, the algorithm for the dynamic response analysis of a three-dimensional beam structure is formulated by the transfer mass coefficient method. Plane and space beam structures are chosen as numerical models. The response results and computation times obtained by the transfer mass coefficient method were compared with those obtained by the direct integration method under the same condition. We verified that the transfer mass coefficient method can remarkably decrease the computation time of the direct integration method without the loss of accuracy in spite of using small computer memory.
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## Appendix

## Mass, stiffness and damping matrices of beam element [3, 15, 16]

The mass matrix of the $i$-th beam element representing by the local coordinate system fixed on the $i$ th beam element is

$$
\mathbf{M}_{\mathrm{i}}^{\mathrm{i}}=\left[\begin{array}{ll}
\mathbf{M}_{11} & \mathbf{M}_{12}  \tag{A.1}\\
\mathbf{M}_{12}^{\mathrm{T}} & \left.\mathbf{M}_{22}\right]_{\mathrm{i}}^{\mathrm{i}}, \text {, }, \text {, }
\end{array}\right.
$$

where

$$
\begin{align*}
\mathbf{M}_{11} & =\left[\begin{array}{cccccc}
m_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & m_{2} & 0 & 0 & 0 & m_{5} \\
0 & 0 & m_{2} & 0 & -m_{5} & 0 \\
0 & 0 & 0 & m_{3} & 0 & 0 \\
0 & 0 & -m_{5} & 0 & m_{4} & 0 \\
0 & m_{5} & 0 & 0 & 0 & m_{4}
\end{array}\right],  \tag{A.2}\\
\mathbf{M}_{12} & =\left[\begin{array}{cccccc}
m_{6} & 0 & 0 & 0 & 0 & 0 \\
0 & m_{7} & 0 & 0 & 0 & m_{10} \\
0 & 0 & m_{7} & 0 & -m_{10} & 0 \\
0 & 0 & 0 & m_{8} & 0 & 0 \\
0 & 0 & m_{10} & 0 & m_{9} & 0 \\
0 & -m_{10} & 0 & 0 & 0 & m_{9}
\end{array}\right], \tag{A.3}
\end{align*}
$$

$$
\mathbf{M}_{22}=\left[\begin{array}{cccccc}
m_{1} & 0 & 0 & 0 & 0 & 0  \tag{A.4}\\
0 & m_{2} & 0 & 0 & 0 & -m_{5} \\
0 & 0 & m_{2} & 0 & m_{5} & 0 \\
0 & 0 & 0 & m_{3} & 0 & 0 \\
0 & 0 & m_{5} & 0 & m_{4} & 0 \\
0 & -m_{5} & 0 & 0 & 0 & m_{4}
\end{array}\right] .
$$

In which $m_{1}=\rho A L / 3, m_{2}=13 \rho A L / 35, m_{3}=\rho L I_{X} / 3$, $m_{4}=\rho A L^{3} / 105, \quad m_{5}=11 \rho A L^{2} / 210, \quad m_{6}=\rho A L / 6$, $m_{7}=9 \rho A L / 70, m_{8}=\rho L I_{X} / 6, m_{9}=-\rho A L^{3} / 140$ and $m_{10}=-13 \rho A L^{2} / 420$ where $L, \rho, A$ and $I_{X}$ are the length of the beam, the mass density, the crosssectional area and the second moment of area of the cross-section about the X -axis, respectively.
The stiffness matrix of the $i$-th beam element representing by the local coordinate system fixed on the $i$ th beam element is

$$
\mathbf{K}_{\mathrm{i}}^{\mathrm{i}}=\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{12}  \tag{A.5}\\
\mathbf{K}_{12}^{\mathrm{T}} & \mathbf{K}_{22}
\end{array}\right]_{\mathrm{i}}^{\mathrm{i}},
$$

where

$$
\mathbf{K}_{11}=\left[\begin{array}{cccccc}
k_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & k_{2} & 0 & 0 & 0 & k_{8} \\
0 & 0 & k_{3} & 0 & k_{7} & 0 \\
0 & 0 & 0 & k_{4} & 0 & 0 \\
0 & 0 & k_{7} & 0 & k_{5} & 0 \\
0 & k_{8} & 0 & 0 & 0 & k_{6}
\end{array}\right],
$$

$$
\begin{align*}
& \mathbf{K}_{12}=\left[\begin{array}{cccccc}
-k_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & -k_{2} & 0 & 0 & 0 & k_{8} \\
0 & 0 & -k_{3} & 0 & k_{7} & 0 \\
0 & 0 & 0 & -k_{4} & 0 & 0 \\
0 & 0 & -k_{7} & 0 & k_{9} & 0 \\
0 & -k_{8} & 0 & 0 & 0 & k_{10}
\end{array}\right],  \tag{A.7}\\
& \mathbf{K}_{22}=\left[\begin{array}{cccccc}
k_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & k_{2} & 0 & 0 & 0 & -k_{8} \\
0 & 0 & k_{3} & 0 & -k_{7} & 0 \\
0 & 0 & 0 & k_{4} & 0 & 0 \\
0 & 0 & -k_{7} & 0 & k_{5} & 0 \\
0 & -k_{8} & 0 & 0 & 0 & k_{6}
\end{array}\right] . \tag{A.8}
\end{align*}
$$

In which $k_{1}=E A / L, k_{2}=12 E I_{Z} / L^{3}, \quad k_{3}=12 E I_{Y} / L^{3}$, $k_{4}=G J / L, k_{5}=4 E I_{Y} / L, k_{6}=4 E I_{Z} / L, k_{7}=-6 E I_{Y} / L^{2}$, $k_{8}=6 E I_{Z} / L^{2}, k_{9}=2 E I_{Y} / L$ and $k_{10}=2 E I_{Z} / L$, where $E, G, J, I_{Y}$ and $I_{Z}$ are the Young's modulus of the material, the shear modulus, the torsion constant of the cross-section, the second moments of area of the cross-section about the Y -axis and Z -axis.

The damping matrix for the $i$-th beam element can be considered as a linear combination of the mass and stiffness matrix as follows:

$$
\begin{equation*}
\mathbf{C}_{\mathbf{i}}^{\mathbf{i}}=a \mathbf{M}_{\mathbf{i}}^{\mathbf{i}}+b \mathbf{K}_{\mathbf{i}}^{\mathbf{i}}, \tag{A.9}
\end{equation*}
$$

where $a$ and $b$ are constants.
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